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Abstract:-Histogram equalization (HE) works well on single-

channel images for contrast enhancement. However, the 
technique used is ineffective on multiple channel images. So, it is 
not suitable for consumer electronic products, where preserving 
the original brightness is necessary in order not to introduce 
unnecessary visual deterioration. Bi-histogram equalization 
(BHE) has been developed and it is analyzed mathematically. 
BHE separates the input image’s histogram into two, based on its 
mean before equalizing them independently so that it can 
preserve the original brightness up to certain extends. Recursive 
Mean-Separate Histogram Equalization (RMSHE) is another 
technique to provide better and scalable brightness preservation 
for gray scale and  color images. While the separation is done 
only once in BHE, RMSHE performs the separation recursively 
based on their respective mean. It is analyzed mathematically 
that the output images mean brightness will converge to the input 
images mean brightness as the number of recursive mean 
separation increases. The recursive nature of RMSHE also allows 
scalable brightness preservation, which is very useful in 
consumer electronics. Finally a comparative study was made to 
analyse all the above methods using gray scale and color images. 

 
Index Terms: Bi-histogram equalization, histogram equalization, 
scalable brightness preservation, recursive mean-separate. 

I.  INTRODUCTION 
ISTOGRAM equalization (HE) is a very popular 
technique for enhancing the contrast of an image. Its 

basic idea lies on mapping the gray levels based on the 
probability distribution of the input gray levels. It flattens and 
stretches the dynamics range of the images histogram and 
resulting in overall contrast improvement, HE has been 
applied in various fields such as medical image processing and 
radar image processing [1] & [2]. 

But, HE is not commonly used in consumer electronics 
such as TV because it may significantly change the brightness 
of an input image and cause undesirable artifacts. In theory, it 
can be shown that the mean brightness of the histogram-
equalized image is always the middle gray level regardless of 
the input mean. This is not a desirable property in some 
applications where brightness preservation is necessary. 

Mean preserving Bi-histogram equalization (BHE) has 
been proposed  to overcome the  above mentioned problems. 
BHE firstly separate the input images histogram into two  
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based on its mean; one having range from minimum gray level 
to mean and the other ranges from mean to the maximum gray 
level. Next, it equalizes the two histograms independently. It 
has been analyzed both mathematically and experimentally 
.This technique is capable to preserve the original brightness 
to a certain extends [2]. 

There are still cases that are not handled well by BHE. 
These images require higher degree of brightness preservation 
to avoid annoying artifacts. Therefore, this paper proposes a 
generalization of BHE to overcome such limitation and 
provide not only better but also scalable brightness 
preservation. BHE separates the input images histogram into 
two based on its mean before equalizing them independently. 
While the separation is done only once in BHE, this paper 
proposes to perform the separation recursively; separate each 
new histogram further based on their respective means. It has 
been analyzed mathematically that the output images mean 
brightness would converge to the input images mean 
brightness as the number of recursive mean separations 
increases. Besides, its recursive nature also implies scalable 
preservation, which is very useful in consumer electronic 
products. The generalization of BHE, namely – Recursive 
Mean Separate Histogram Equalization (RMSHE) will be 
presented with mathematical analysis [7]. 

II.  HISTOGRAM EQUAIZATION 
This section covers the details regarding HE and BHE well 

as their mathematical analysis in brightness preservation. It is 
basically a reprint [2] and [4]. 
 

A.  Typical Histogram Equalization  
 

For a given image X, the probability density function P(Xk) 
is defined as  

P(Xk) = nk / n     (1) 
For k=0,1,...,L-1, where nk represents the number of times 

that the level Xk appears in the input image X and ‘n’ is the 
total number of samples in the input image. Note that P(Xk) is 
associated with the histogram of the input image which 
represents the number of pixels that have a specific intensity 
Xk- Based on the probability density function , the cumulative 
density function is defined as  

∑
=

k

 0j
j )P(X      (2)           
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Where Xk=X , for k=0,1,…,L-1. Note that C(xL-1) = 1 by 
definition. HE is a scheme that maps the input image into the 
entire dynamic range, (X0, XL-1) ,  by using the cumulative 
density function as a transform function. Let’s define a 
transform function f(x) based on the cumulative density 
function as  

f(x)  = X0 + (XL-1 – X0) C(x)   (3) 
Then the output image of the HE, Y= {Y( i, j)}, can be 

expressed as  
Y = f (X)     (4) 
    = { }Xj)X(i, | j)f(X(i, ∈∀   (5) 
The high performance of the HE in enhancing the contrast 

of an image as  a consequence of the dynamic range 
expansion, Besides, HE also flattens a histogram. HE can 
introduce a significant change in brightness of an image, 
which hesitates the direct application of HE scheme in 
consumer electronics. For instance, Fig. 1(a) and fig. 1(b) 
shows as original gray scale image with its histogram and the 
resultant image of the HE that are composed of 256 gray 
levels. Fig. 2(a) and fig. 2(b) shows as original color image 
with its histogram and the resultant image of the HE that are 
composed of RGB components. Observe that here the 
equalized image is much darker than the input image and  
unnatural enhancement in most part of the image. Note that 
the HE maps its input gray to a output gray level. 
 
 
 
 
 
 
 
 
 
Fig 1(a) Original Gray Scale Image and its Histogram 
 
 
 
 
 
 
 
 
 
Fig 1(b) Result of HE & its histogram 
 
 
 
 
 
 
 
 
 
Fig 2(a) Original color Image and its Histogram 
 
 
 

 
 
 
 
 
 
 

 
Fig 2(b) Result of HE & its histogram 

 

B.  Brightness Preserving Bi-Histogram Equalization  
 

Let  Xm  be the mean of the image X and assume that Xm ε 
{X0,X1….XL-1}. Based on the mean, the input image is 
decomposed into two sub-images XL and XU as  

X = XL U XU        (6) 
Where     

{ }X j)X(i,  ,Xj)X(i, | j)(X(i, m ∈∀≤=LX  (7) 
and   

{ }X j)X(i,  ,Xj)X(i, | j)(X(i, m ∈∀>=UX   (8) 
Note that the sub-image XL is composed of {X0, X1….Xm} 

and the other image XU is composed of {Xm+1, Xm+2, ….. XL-

1}. Next, define the respective probability density functions of 
the sub-images XL and XU as  

PL (Xk) = nk
L / nL    (9) 

Where k = 0,1…., m, and  
PU(Xk) = nk

u / nu    (10) 
Where k = m+1, m+2, …… ,L-1, in which nk

L and nk
U 

represent the respective numbers of Xk in XL and XU, and nL 
and nu are the total number of samples in XL and XU, 
respectively.  
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where Xk 
=   X Note that CL (Xm) = 1 and  cu (XL-1) = 1 by 

definition. 
Similar to the case of HE where a cumulative density 

function is used as a transform functions, let’s define the 
following transform functions exploiting the cumulative 
density functions 

fL (x) = X0 + (Xm – X0) CL (x)   (13) 
and    
fu (x) = Xm+1+ (XL+1 - Xm+1) CU (x)  (14) 
Based on these transform functions, the decomposed sub-

images are equalized independently and the composition of 
the resulting equalized sub-images constitute the output of 
BBHE.That is, the output image of BBHE, Y, is finally 
expressed as  

Y={Y(i,j)}           (15) 
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   = fL (XL) U fu(Xu),            (16) 
Where 

{ }LXj)X(i, | j)(X(i,f)( ∈∀= LLL Xf   (17) 
and 

{ }uXj)X(i, | j)(X(i,f)( ∈∀= uuu Xf  (18) 
Note that 0<CL(x), CU(x)< 1,it is easy to see that fL(XL)  

equalizes  the sub-image XL over the range (Xo, Xm) whereas 
fU(XU) equalizes the sub-image XU over the range (Xm+1,XL-1). 
As a consequence ,the input image X is equalized over the 
entire dynamic range (Xo,XL-1) with the constraint that the 
sample less than the input mean are mapped to (Xo, Xm)and 
the samples greater than the mean are mapped to (Xm+1,XL-1). 

 

C.  Analysis on The Brightness Change By the BHE 
 
Suppose that X is a continuous random variable, then the 

output of the HE, Y is also regarded as a random variable. It is 
well known that the HE produces an image, whose gray levels 
have a uniform density, i.e., 

P(x) = 1 |(X L-1 +Xo)     (19) 
for  Xo< x < X L-1.Thus, it is easy to show that the mean 

brightness of the output image of the HE is the middle grey 
level since  

∑= dxxxPYE )()(     (20 ) 
 

            = dx
XX

xLx

x L
∑

−

−
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            = 
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0XX L +
     (22) 

Where  E(Y) denotes statistical expectation . It should be 
emphasized here that the output mean of the HE has nothing 
to do with the input message That is , it is always  the middle 
gray level to no matter how much the input image is 
bright/dark. clearly, this property is not desirable in many 
applications. 

Suppose that X is a random variable, which has symmetric 
distribution around its mean Xm. When sub-images are 
equalized independently, the mean brightness of the output of 
the BHE can be expressed as 

E(Y) = E(Y| X ≤ Xm)Pr(X  ≤ Xm)+E(Y |X >Xm)Pr(X>Xm) 
         = 1/2{E(Y |X ≤ Xm)+E(Y| X >Xm)}           (23) 
where Pr(X ≤ Xm) = Pr(X > Xm)= 1/2 .Since X is assumed 

to have a symmetric distribution around Xm. With similar 
discussion  used to obtain (22), it can easily shown that 

E(Y|X ≤ Xm)=(X0+Xm)/2   (24)      
and 
E(Y| X > Xm)=(Xm+1+X L-1)/2   (25) 
Substituting (24) and  (25) in (23) results  in 
E(Y)= (Xm + Xg) / 2    (26) 
Where  
Xg=(X0 +  XL-1) / 2    (27) 
Xg is the middle gray level, which implies that the mean 

brightness of the equalized image by BHE locates in the 

middle of the input mean the middle gray level. Note that the 
output mean of the BHE  is a function of the input mean 
brightness Xm. This fact clearly indicates that the BHE 
preserves the brightness compared to HE where output mean 
is always the middle gray level. In some images, this level of 
brightness preservation is not sufficient to avoid unpleasant 
artifacts. Fig 3(a) and  3(b) shows the result of BHE on gray 
scale and color image . They clearly show that higher degree 
of brightness preservation is required for these images to 
avoid unpleasant artifacts. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3(a) Result of BHE of gray scale image and its histogram 

 
 
 
 
 
 
 
 
 
Fig. 3(b) Result of BHE & its histogram 

 
 

D.  RECURSIVE MEAN – SEPARATE HISTOGRAM 
EQUALIZATION 

 
Brightness preservation can be achieved by having mean – 

separation before performing the equalization process as in 
BHE. Mean-separation refers to separating the image into two 
sub-image based on the mean of the input image. This is 
equivalent to separate the histogram into two based on the 
mean of the input images histogram. After mean separation, 
the resulting new histograms are equalized independently. In 
typical HE, no mean-separation is performed and thus, no 
brightness preservation, In BHE, the mean-separation is done 
once and thus, achieve certain extends of brightness 
preservation. If more brightness preservation is required, a 
new technique is proposed to perform the mean separation 
recursively, separate the resulting histograms again based on 
their respective means. Recursive Mean – Separate Histogram 
Equalization (RMSHE) proposed in this paper for color 
images is basically a generalization of HE and BHE in the 
aspect of brightness preservation [7]. This idea is illustrated 
more clearly in the following figures (4 & 5). It will be shown 
that more mean-separation recursively will result in more 
brightness preservation. 
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Fig. 4 shows histogram before and after HE. As been 
shown in (22), the output means E (Y) of typical HE is given 
as follows: 

E(Y) = (X0+XL-1) / 2 = Xg    (28) 
No mean – separation is performed before equalization and 

hence, no brightness preservation. This is indicated in (28). 
(i.e.) HE is equivalent to RMSHE with recursion level, r = 0. 

Fig.5 shows histogram before and after BHE. As been 
shown in (26), the output mean  E (Y) after BHE is as follows: 

E (Y) =  (X m + Xg) / 2                                   (29) 
One mean-separation is performed before equalization and 

hence, some level of brightness preservation. This is indicated 
by equation (29). (i.e.) BHE is equivalent to RMSHE with 
recursion level r=1. In order to achieve higher brightness 
preservation, this paper proposed to perform the mean 
separation recursively; separate the resulting histograms again 
based on their respective means. 

Supposed that X is further separated into 4 portions based 
on the mean of the two new histograms, Xml and Xmu as shown 
in Fig. 5. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.4. Histogram before and after HE  or equivalently, RMSHE,r=0 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.5. Histogram before and after BHE or equivalently,  RMSHE, r=1 
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Because X is assumed to have a symmetric distribution 
around Xm . 

Fig. 6 shows the histogram before and after equalizing the 
four portions of the histogram independently. This is the result 
of RMHSE with recursion level, r=2. The following shows the 
formulation of the output mean. 

E (Y) = E (Y | Xm1 )Pr(X ≤ Xm) 
    + E (Y | Xml < X ≤ Xm) Pr (Xml < X ≤ Xm) 

     + E (Y | Xm < X ≤ Xmu) Pr (Xm < X ≤ Xmu) 
              + E (Y | X > Xm) Pr (X > Xmu) 
 =1/4 { + E (Y | Xml < X ≤ Xml Xml < X ≤ Xm) 
            + E (Y | Xm < X ≤ Xmu) +E (Y> Xmu)}        

(32)   
where Pr(X≤ Xml) = Pr(Xml< X ≤ Xm) = Pr(Xm<X ≤ Xmu) = 

Pr (X >Xmu) = ¼ is used since X is assumed to have a 
symmetric distribution around Xm with similar discussion to 
obtain (22) 

E(Y)   = ¼  { [(X0 + Xml) /2 ] + (Xml + Xm)/2] 
          + [ (Xm + Xmu)/2 + [(Xmu + XL-1) / 2] } 
   = ¼  { [(X0 + XL-1) /2 ] + (2(Xml + Xmu) / 2] + Xm} 
   = ¼  { XG + 2Xm + Xm} 
   = ¼  { XG + 3Xm }                      

(33) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Histogram before and after  RMHSE, r=2 
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From (29) and (30) 
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Two mean-separations before equalizations results in 

higher level of brightness preservation compare to zero and 
one mean-separations as in the case of HE and BHE 
respectively. This is indicated by equation (33) where the 
weight of input mean, Xm has increased to three times as much 
as the weight of middle gray level, Xg. Following the above 
discussion, it is very reasonable to expect that the brightness 
preservation will increase as the number of recursive mean-
separations increases. Based on the observations on the output 
mean for RMHSE recursion level r=0,1 and 2 shown above, it 
is not difficult to generalized the output mean E (Y) for 
RMSHE recursion level r=n as follows 

r = 0, E (Y) = XG  
r = 1, E(Y) = (Xm + XG) / 2 
r = 2, E(Y) = (3Xm + XG) / 4 …. 
r = n, E(Y) = ( (2n – 1) + Xm + XG) / 2n 

  = Xm – [ (XG – Xm) / 2n]   (35) 
Equation (35) indicates that as the recursion level, n grows 

larger; E (Y) will eventually converge to the input mean, Xm. 
In applications of consumer electronics, the variety of image 
involve are too wide to be covered with only a specific level 
of brightness preservation. Therefore, the scalability in this 
algorithm is the most desirable property to allow adjustment 
of level of brightness preservation base on individual image’s 
requirement. 

 

III.  PERFORMANCE ANALYSIS 
Image fidelity criteria are useful for measuring image 

quality and for rating the performance of a processing system. 
There are two types of criteria that are used for evaluation of 
image quality: subjective and quantitative. The subjective 
criteria use rating scales such as goodness scales and 
impairment scales. The overall goodness criterion rates image 
quality on a scale ranging from excellent to unsatisfactory. 
The impairment scale rates an image on the basis of the level 
of degradation present in an image when compared with an 
ideal image. 

Among the quantitative measures, a class of criteria used is 
called the mean square criterion. It refers to some sort of 
average or sum of the squares of the error between two 
images. In many applications, the mean square error is 
expressed in terms of Signal to Noise Ratio (SNR) which is 
defined in decibels as  

 
SNR = 10 log 10σ2 /σe

2 

 
Where  σ2 is the variance of the desired image. 
Another definition of ASNR (Average Signal to Noise 

Ratio), used commonly in image enhancement applications, is 
 
ASNR = (f – b)/σ 
 
Where   f  is the average gray-level value of the enhanced 

image 
b is the mean gray-level value of the original image.  
σ  is the standard deviation 
If the ASNR value is larger, the enhancement method 

performs better. 
 
 

TABLE 6.1 : PERFORMANCE OF  VARIOUS HISTOGRAM EQUALIZATION 
TECHNIQUES ON GRAY SCALE IMAGE 

 
TABLE 6.2 :  PERFORMANCE OF VARIOUS HISTOGRAM EQUALIZATION 

TECHNIQUES ON COLOR  IMAGE 

IV.  RESULTS 
In order to demonstrate the performance of the proposal 

algorithm, simulation results of RMSHE on  gray scale and 
color image is presented in Fig. 7(a) and 7(b). In the case of 
image, the image resulting from HE, and BHE (review fig. 
2(a), 2(b),3(a) and 3(b)) have mean brightness much different 
from the original image and hence, result in unnatural contrast 
enhancement. Result from RMSHE with r=2 ( fig. 7(a) and 
7(b)) clearly show that the RMSHE algorithm has increased 
the brightness preservation and yielded a more natural 
enhancement. 
 

 

 

 

 
Fig. 7(a) Result  of RMSHE r=2 of  gray scale image and its histogram 

 

Methods ASNR value 

Histogram Equalization 0.65 

Bi-histogram Equalization 0.77 

Recursive Mean-Separate Histogram 
Equalization 

0.93 

Methods ASNR value 

Histogram Equalization 0.61 

Bi-histogram Equalization 0.74 

Recursive Mean-Separate Histogram 
Equalization 

0.83 
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Fig. 7(b)Result  of RMSHE r=2 of  color image and its histogram 

 

V.  CONCLUSION 
In this paper, a new contrast enhancement algorithm 

referred as the recursive mean-separate histogram equalization 
(RMSHE) with scalable brightness preservation is proposed 
and performance of this algorithm can be measured using 
ASNR ratio. The RMSHE is a generalization of HE and BHE 
in term of brightness preservation. The main idea lies on 
recursively separating the input histogram based on the mean. 
The ultimate goal behind in the RMSHE is to allow higher 
level of brightness preservation to avoid unwanted noises.  

The analysis shows that the output mean will converge into 
the input mean as the number of recursive mean-separation 
increases. Therefore, the scalability in this algorithm is the 
most desirable property especially in consumer electronics to 
allow scaling of brightness preservation, suited to individual 
image. A comparison study is made on various histogram 
equalization techniques and performance of all has been 
measured. 
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