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     Abstract-- In this paper, the problem of task scheduling  of 
dynamically arrived tasks to the processors in heterogeneous 
grid computing environment is solved, Dynamic task scheduling , 
is solved using an advanced evolutionary algorithm called hybrid 
genetic algorithm. The execution of the task in a shortest amount 
of time and speed of the processor are the key factors in the 
evaluation of the fitness   of the processor. Hybrid genetic 
algorithm is recent concept of genetic algorithm which is a 
combination of   genetic algorithm as well as local search. The 
paper presents a novel solution based on , hybrid genetic 
algorithm, which is efficient, simple & faster compared to genetic 
algorithm. This novel representation makes it possible to solve  
the problem with a small population and in a few generations. It 
allows use of an efficient local search operator within the 
evolutionary algorithm. The proposed algorithm is proven very 
efficient in many other scheduling problems and applications. A 
comparative analysis with the results from previous work & 
simulation result proves that this proposed hybrid genetic 
algorithm can produce good quality solutions in a very short 
space of time. 
  
      Index Terms-- hybrid genetic algorithm,  crossover, 
mutation, fitness scaling, fitness function, no. of generation , size 
of population 

I.  INTRODUCTION 
HE problem of scheduling of tasks onto heterogeneous 
processors in dynamic and heterogeneous grid computing 
environment (GCE) is very complex job, we can incorporate 

ARTIFICIAL INTELLIGENCE in GCE likewise resource 
management, grid maintenance, information security. Self – adaptive 
Path scheduling of tasks is one of the intelligence that can be 
incorporated in GCE with the help of hybrid genetic algorithms. [18, 
10] 
   In GCE the tasks should take a path, once the user submits a job to 
the resource, which may be dynamic in nature. The path  changes at 
every instance of time as processors are added or removed due 
to failure by scheduler        Effective dynamic route establishment 
requires certain criteria fulfillment such as Computation time 
required to fulfill requests of the job, determination of current load of 
the system and prediction of job  
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execution time etc. In this paper, the importance is given on only two 
factors speed of processor, and Expected computation time.  
         Due to the complexity of Grid systems and large scale 
distributed applications, many researchers have considered different 
versions and modes of scheduling. 
        The main consideration is given in this paper on  a 
version of the problem, which doesn’t take into account 
possible restrictions on job interdependencies, data 
transmission and economic and cost policies on processors. 
The focus is on, the scheduling version needed to achieve 
high performance applications and, from the Grid users 
perspective, to offer QoS (Quality Of Service) of the Grid 
system. This type of scheduling arises in applications that can 
be solved by splitting them into many independent jobs, 
submitting them to the Grid and combining the partial results 
to obtain the final solution. Moreover, in Grid systems there is 
a need for allocating independent user applications to Grid 
resources. Thus, this paper considers the scenario in which 
tasks submitted to the Grid are independent and are not 
preemptive (they cannot change the resource they have been 
assigned to once their execution is started, unless the resource 
is dropped from the Grid.)  [18,20] 
                          II. HYBRID GENETIC ALGORITHM 
       Genetic algorithms are search algorithm based on mechanics of 
natural selection and natural genetics. Genetic algorithm, works with 
individuals, each representing a solution to the problem being 
tackled. A fitness function is defined in order to get the fittest of the 
solution space. This optimization technique is used to get the best 
solution out of the solution search space; An initial population is 
created and then evolved by means of genetic operators, such as 
crossover and mutation, to form a new population   (the next 
generation) that is hoped to be fitter than the last one. The crossover 
operator is applied to pairs of individuals in order to interchange their 
genetic material. By applying this operator to the fittest individual, 
good properties should propagate down the generations. The 
mutation operator makes random changes in the genetic material by 
mutating a single bit or gene, thus allowing the genetic algorithm to 
explore new corners of the search space. The evolution process is 
repeated a number of iterations or until some other criterion is met, 
depending on the population size   , and the best solution is sought 
from the final population of individuals.  
        In previous works, Scheduling in a Grid computing environment 
using Genetic Algorithms, the problem of resource allocation is 
handled using genetic algorithm which leads to more no. of 
generations and large population size, Using hybrid G.A the no. of 
generation as well as population size can be reduced. 
        Hybrid G.A. use local search methods such as  tabu search, 
random walk model etc,  to find local optimums i.e. a point with the 
best fitness value among its neighbor points. The hybrid G.A is faster 
and more accurate than a simple genetic algorithm for some reasons. 
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First, local search methods can serve the genetic operators with 
solutions those are better in comparison to randomly generated 
solutions. Second, genetic algorithms are not good hill-climbers and 
the combination of them with local search methods alleviates this 
problem [8]. Third, using hybrid G.A the no. of generations and size 
of population is reduced. 

A.PROBLEM FORMULATION. 
Formal definition of an instance of the problem is , as follows. It 
consists of following parameters: 

•  A number of independent tasks that must be routed. Any 
task has to be processed entirely in unique resource. 

•  A number of heterogeneous processors candidates to 
participate in the planning. 

•  The existing workload (in millions of instructions) of each 
job. 

•  The computing capacity of each processor (in MIPS). 
•  The time to complete the task from historical information 

of the processor. This parameter measures the previous 
workload of a processor. 

III.   HYBRID GENETIC ALGORITHM TO SOLVE THE 
DYNAMIC TASK SCHEDULING PROBLEM OF TASKS  

 
      In this section, proposed hybrid genetic  algorithm for solving the 
resource allocation problem is described,,   There are  set of 
operations which can be used  are selection, crossover, mutation, 
local search .   The novel solution which is used in this paper, has 
advantages such as, 

A.  Chromosome representation  
 

• The number of genes for a chromosome required in hybrid 
genetic algorithm will be less in contrast to genetic 
algorithm‘s chromosomes. 

• The size of the population (SOP) of GCE will be 
independent from the size of the environment since SOP is 
reduced due to local search. 

These characteristics make genetic operations such as crossover, 
mutation, and selection simpler.  
Hence chromosomes with invalid information of the path are 
detained are not carried over in next generation. 
     For example, If user submits a task and later on cancels or exits it, 
that means it is a invalid task, but since it has arrived in grid, 
scheduler will collects it’s information, Schedules it . But because of 
local search filtering mechanism the invalid tasks are not carried over 
in next Generation.  Normally, genes are carried over in next 
generation either in a random manner or either mutated or 
crossovered, 
    Hence because of this filtering mechanism at the initial stage  (i.e. 
local search) the invalid chromosomes are not carried over and no. of 
generations required for calculations are reduced. 
      In this hybrid genetic algorithm based scheduling problem, the 
objective is upon arrival of a Task, it should be able to be allocated 
to a processor. There is some criteria for resource selection 
mechanism, i.e. with the help of proposed algorithm dynamic route is 
established between the scheduler and processor. The application 
will start to run on any set of processors, during the task execution 
scheduler periodically collects information about the execution 
times, speed of processor, and also it has to maintain record of which 
processor is idle, this statistics is used to automatically estimate the 
resource requirements of the task, depending on this information our 
proposed algorithm establishes a dynamic route. 

      The proposed algorithm, works with a population       where 
each individual is possible route between the scheduler –processor 
pair of the network. The coding of a route is an array of integers, 
where each integer identifies a resource traversed by a route. 

      The algorithm first generates an initial population of size P 
randomly by means of scheduler which generates initial population 
of processors available, The scheduler starts by pointing at scheduler 
which is nothing but source node say S. The pointed node is added to 
the route and marked as visited; the information about visited 
processor is collected. Suppose if the task is decomposable then it 
can be divided into subtask, and the subtask is assigned to the visited 
node.  Then a node say J is randomly selected using any local search 
algorithm, 

 ( the initial focus is on local search in hybrid G.A)   , Using any 
local search algorithm the search procedure becomes a fast , since 
genetic algorithms  are not good hill climbers ,  It is now established 
from that it is a very  hard for a ‘pure ‘ GA  to ‘fine tune‘ the search 
in a complex spaces . Researchers and practitioners have shown that 
a combination of global and local search is almost always beneficial.  

     Randomly selected node J is added to the route, and marked as 
visited, now the scheduler points at node J. Collects all the 
information about it and if the task is decomposable then subtask is 
assigned to that processor, depending on it’s h/w, s/w configuration 
.The process is repeated until all the processors are visited, and all 
the dynamically arrived tasks have completed their execution either 
in a parallel manner or in a distributed manner. When another tasks 
arrives the algorithm starts it’s execution again. 
         Here, a chromosome represents path and processor is 
represented by gene. 
 
B. Genetic operators 

 I.  Crossover  operator                                                                                           
This operator is applied to the pair of routes say X and Y, which 
have at least one node in common, apart from source and destination 
nodes. Since not every pair of routes which are established 
dynamically,   can be crossed, this crossover operator is not applied 
to randomly chosen pairs as conventional GA’S do.  
      Instead this scheduling algorithm examines first scheduler 
information and all possible pair information, beginning with those 
pairs which include individuals with higher fitness value, First, 
common nodes are searched in the parent route nodes .  If any 
common, one of them is chosen randomly and the parent nodes are 
divided into two halves by that node . . The children are made one by 
binding first half of the chromosome of A  to the second half  of the 
chromosome B  and the other half by binding first half  of the 
chromosome of B to the second half of the chromosome of A. If any 
of the resulting children’s are valid routes (it should not contain any 
cycle) and it is different from parents, then it is added to children’s 
population. This procedure continues, until population is exhausted.  
        But since ,arrival of tasks are considered in a dynamic manner 
the population size will not be fixed always, it will keep on changing 
as tasks comes and goes or processors are added and removed, but  
here   certain limit on size of population is imposed  and after 
reaching that particular point it should iterate again.  (figure 1) 

 
II. Mutation Operator 
 
       The mutation of a route is performed as follows, a node from a 
route is selected randomly, and a new route is generated randomly 
from the selected node (mutation node) to the destination node, using 
the information that scheduler has.  (figure 2) 

C. FITNESS SCALING MECHANISM 
       After applying crossover to the population, individuals that are 
to form next generation population have to be selected using fitness 

                                                                                                                                                                   Vol. 5, 38



Proceedings of SPIT-IEEE Colloquium and International Conference, Mumbai, India  
 
 
scaling mechanism. Selection of the survivors is done by ranking 
mechanism, that is , the algorithm selects the P individuals with best 
fitness values. 

 
IV. FITNESS FUNCTION EVALUATION AND 
IMPLEMENTATION 
 
   Theoretically, the precise execution time of a task can not be 
predicted in advance because of dynamic nature of grid. So, in 
proposed model, the prediction of possible execution time of job  is 
done from historical experiences and use this prediction to schedule 
the task onto node-processor. Here the most difficult part is to deal 
with dynamic load of the system that affects the execution time of 
the job to be submitted.  In the proposed model dynamic load is not 
considered.   
        The prediction of the execution time of a job on a node from 
historical usage of information as follows: 
    
      Tp,e ( t+1  )  =  ( 1 - Sp(t))  Tp,e(t )   +  Sp( t)   Tp, act (t)     

 
Where, Tp,e (t+1) is the predicted execution time  e on a processor p 
of a new job , t denotes the no. of times that the job has been 
executed  on processor p . Tp, act( t) is the actual execution time of 
the job , Sp is the speed of the processor . From the previous 
information of n no. of generation, the prediction is done in (n+1) 
iterations.         
And fitness is calculated as,              
                 P 

  F(ni )  =     ni  Tp,e(t )    
                 i= 1 
    
                                N       
Scheduling N tasks on p processors on the grid. To solve this 
scheduling problem , the  prediction model to calculate the execution 
time on different processor is used . The fitness function is evaluated 
based on the condition, the processor which can execute the task in 
shortest amount of time will be assigned a task.                         

A.  Selection 
    Theoretically, the node which can complete this task in the 
shortest time, has the biggest probability of getting the job. In the 
roulette wheel selection, Time for execution of all nodes is sorted in 
ascending order Tp,e ,the biggest proportion is allocated to the node 
which can finish the job in a shortest time. Actual execution time will 
increase as the system runs. Selection is made depending on the 
fitness function value once the population size exceeds predefined 
value defined in the algorithm. 

B. HYBRID GENETIC ALGORITHM BASED TASK SCHEDULING 
ALGORITHM  

    
Initialize the population parents; 
-  Tip,e , Sp,T(p, act) for  i = 1….p; for N no. of tasks. 

 
       Repeat until population gets exhausted or no new tasks          

are there in the search space 
 
Do while (tasks arrives dynamically in grid) 
{ 
Local_search (parents, probability) 
Compute every Tip, e for i = 1 …… p; 
Sort in ascending order of Tip, e for i = 1 …… p; 

Assign using selection mechanism. 
mating_pool: = select (parent1, parent2); 
offsprings: = crossover (mating_pool); 
Mutate (offsprings) ; 
Parents: =select (parents, offsprings) ; 
If (job is finished ) 

{ 

update the predicted    completion time, 

update other resource information SpTp; 

} 

} 
End; 
 

V.  SIMULATION RESULTS 
In analyzing the performance of hybrid genetic algorithm, the 
hybrid genetic algorithm discussed in the previous section is 
implemented and tested on randomly arrived task values.        
Based on execution time of a   task on a processor   the fitness 
function value is calculated, in this no. of generation varies  
 from 20-60. The Hybrid GA used following parameters:                      
population size: 0-200  

                              Crossover probability: 1.0 
                              Mutation probability   :  0.005 
                              Max. No. of generations : 80 
 

  
 
Fig. 1. Performance of hybrid  genetic algorithm with respect to number of 
generations  and max value of best solution 
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Fig. 2.   
1. Performance of hybrid genetic algorithm (with each individual task – red 
balls)          
2. Performance of  hybrid genetic algorithm compared to with local search and 
random search  considering speed of processor 
3. Best solution found by hybrid genetic algorithm along with random search 
in each generations over 40 generations. 
4. Best solution found by HGA and Random Search over 40 generations . 
 

It is obvious from the Fig. 1 & Fig. 2, that the optimal  or near optimal 
solution can be found using the proposed model    Referring to above figure 1, 
it can be easily seen that the algorithm finds best  solutions after 40 
generations  while using relatively small population.  Hence relatively small 
no. of generations can easily find the best solution faster compared to random 
search. 

VI. CONCLUSIONS 
 
     In this paper, a novel representation for the task scheduling   
Problem in GCE using   Hybrid genetic algorithm, based on local 
search operator – random walk model for reducing no. of generations 
is proposed.. 
     The experimental results illustrates that in the scheduling   
problem, the route is  found in a few generations with    population of 
arrived tasks . 
         The results and demonstration   proves that the solution 
found using a hybrid G.A is optimal. 

VII. FUTURE WORK 
Scheduling of tasks onto processors, considering dynamic load of 
processor, as well as pre-emption of tasks, job –migration will be the 
future work. 
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