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  Abstract-- In today’s world the World Wide Web has became 
the ultimate “all kind of information” repository to place and to 
obtain information for humans very successfully. There’s an 
emerging need occurs, namely, going beyond the concept of 
“human browsing” by facilitating the automated process of 
information retrieval and enabling further utilization by targeted 
applications as per their need. So it is better and necessary to 
have an automatic mechanism able to retrieve the requested 
required data. It is possible for a user to visit a list of sites and 
retrieve pieces of information in an automated repeated process.   

The information and data on the Web is usually presented in 
the form of mostly structured HTML pages. As this structure is 
not known in advance, sophisticated mechanisms are needed to 
automatically discover and extract structured Web data. The 
most obvious problem in designing such a system for Web 
information extraction is the lack of homogeneity in the structure 
of the source data found in Web sites. It is mandatory for an 
extraction system has to present data in a structured form. 

  Therefore, a mechanism is needed to derive information 
from the diversity of structures in data sources and a dedicated 
piece of software is required for each Web site, to exploit this 
correspondence in structures. Such pieces of software are called 
data source wrappers or simply wrappers and their purpose is to 
extract the useful information from the Web data sources.  
 

Index Terms--Wrappers, Web Mining, Web Data Extraction, 
Web structure mining, information retrieval.  

I.  INTRODUCTION 
     
 T is very easy for humans to navigate through a Web site 

and retrieve the useful information. For a human worker this 
is a routine task, a time-consuming and tiresome activity.  
Instead, being able to have this information ready for use 
(e.g., by e-mail or sms) saves precious time and effort. 
Another scenario includes activities like data mining, which 
require a vast amount of available information (corpus) for  
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statistical and training purposes. This information is very 
difficult—if not impossible—for a human to acquire 
manually. It is demand to have an automatic mechanism able 
to retrieve the required data. Notice that in both cases, we are 
dealing with a repeated process, a routine: visit a list of sites 
and then retrieve pieces of information from each of them. 
Humans do not perform well in such tasks; therefore, 
machines exist for such purposes. Once a program able to 
locate and extract the desired information has been developed, 
this process can be performed as often as and for as long as 
we want. As data available on the Web is commonly in 
HTML pages form which is mostly structured and the 
structure is not known in advance. To overcome this, 
automatic discovery and extraction systems needed to handle 
the structured Web data. This should take care the lack of 
homogeneity of the source Web data found in Web sites for 
information extraction. An extraction system is proposed here 
which aims to derive information from the diversity of 
structures in data sources. 

The dedicated piece of software which is required for each 
Web site, to exploit this correspondence in  structures is noted 
as ‘data source wrappers’ or simply wrappers which purposes 
 to extract the useful information from the variety of Web data 
sources.  

Wrappers can be divided in two main categories. One 
category is termed as “site specific”, which are developed to 
extract information from a specific Web page or family of 
Web pages. They are very easy to develop, but not generic 
since they fail to retrieve the information from data sources 
with different structure or even from the same pages if their 
structure is changed. The second category includes “generic 
wrappers”, which are developed to extract particular 
information. They can be applied to almost any page, 
regardless of the specific structure, but they are difficult to 
develop because of the great variety and lack of uniformity in 
the Web page structure. We refer to the data to be extracted 
by the wrapper with the term “structural tokens.”   

II.  RELATED WORK & MOTIVATION 
To look at the various attempts done in such regard, which 

is found that, a lot of work exists in the literature concerning 
the wrapping of Web data sources. Most of this work refers to 
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semiautomatic wrappers, but some automatic wrappers have 
also been proposed. The semiautomatic wrappers use several 
techniques based on query languages, labeling tools, grammar 
rules and natural language processing, and HTML tree 
processing.  

 As an example of a semiautomatic wrapper based on query 
language, documents are represented by a relational or object-
oriented data schema and an interrogation using a declarative 
query language based on an exact matching and forced by the 
data schema structure is performed. In a similar approach, this 
uses wrapper induction and supervised learning. The system is 
typically trained by using manually labeled positive and 
negative data, to create data extraction rules. Lixto describes a 
similar approach, using different tools. It assists the user to 
semi automatically create wrapper programs by providing a 
fully visual and interactive user interface. In [7], text in no 
grammatical sentence fragments as well as text in tabular 
format is parsed into coherent text segments based on page 
layout cues. 

 Another important category of semiautomatic wrappers is 
based on a tree representation of the HTML page. The system 
proposed by [8] allows accessing of semistructured data 
represented in HTML interfaces.  

 All the systems presented so far are semiautomatic, 
meaning that human assistance is required at some point of 
their operation. However, other systems have been proposed 
in the literature, automating the process of information 
extraction. According to the approach in [9], the structure of a 
document is captured as a tree of nested HTML tags. The 
subtree containing the records of interest is then located. 
Omini [10] is a fully automated extraction system. It parses 
web pages into tree structures and performs object extraction 
in particular stages. 

 Summarizing, most of the existing work use human 
assisted techniques to extract rules and patterns in order to 
equip the generated wrapper. The disadvantage of this 
approach is the fact that even a minor change in the layout of 
the Web page can cause “de synchronization” between the 
wrapper and the data source. 

III.  TECHNICAL WORK PREPARATION 

A.    Novel Concept             
We present a novel fully automated scheme for creating 

generic wrappers for structured Web sources. The key idea is 
to exploit the format of the information contained in the Web 
pages and discover the underlying structure. As stated in [4], 
“although the Web is less structured than we might hope, it is 
less random than we might fear.”  

Elements of the same type usually reside in the same 
section. Therefore, a key step toward retrieving the data is to 
discover the sections contained in the Web page and to 
identify the one holding the interesting information. Once the 
area of the page containing the structural tokens is located, 
our focus is to separate them. To do that, we use methods of 

clustering and statistics origin. Our innovation lies in 
exploiting clustering techniques in order to fully automate the 
process of information extraction. This permits building a 
system that can operate without human intervention and 
training. Automatic wrapping can be applied and it is justified 
by the way the content of a Web page is typically generated. 
The information about an item is retrieved from a local data 
source, e.g., a database, and is rendered on the page according 
to a predefined template. This automatic, template-based, 
procedure ensures that all the items to be extracted are 
displayed in a similar way. 

B.    Prototype Framework 
We present here, a fully automatic wrapper that can extract 

the structural tokens from a given Web document. The 
proposed system is comprised of two modules which we call 
transformation and extraction module, respectively. 

They are further subdivided into components, each one 
responsible for a different task. The overall procedure which 
extracts the information from the data source is performed in 
three distinct phases as in Fig. 1. During the first phase, we 
prepare the Web document for the extraction that will follow. 
This is done by inserting the HTML document into the 
transformation module, the components of which generate a 
tree. This tree corresponds to the inserted HTML document.  

 Given the previously generated tree, the second phase 
aims at discovering and segmenting the region of the tree in 
which the structural tokens are located. This is performed by 
the components of the extraction module. The third phase 
concludes the operation by mapping the selected tree nodes to 
elements in the initial HTML Web document. This mapping is 
carried out by the transformation module. 

C.  Framework Components 
Fig. 1 shows the main components of a GWSWS and how 

the control flows among them.  
 

 
Fig. 1.   Components of  framework. 
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IV.  FUNCTIONALITY OF COMPONENTS 
Phase 1: Preparation Phase 
During the first phase, the Web document for the 

extraction will be prepared. This will be done by inserting the 
HTML document into the transformation module, the 
components of which will generate a tree. This tree will 
correspond to the inserted HTML document. 

Phase 2: Segmentation Phase 
This phase will consist of the most important and 

innovative part of the procedure. Given the previously 
generated tree, the second phase aims at discovering and 
segmenting the region of the tree in which the structural 
tokens will be located. This will be achieved by the 
components of the extraction module.  

Phase 3: Information Retrieval Phase 
At this stage, the region in the Web document that contains 

the structural tokens as well as the boundaries separating them 
will be located. Mapping the extracted nodes to the 
corresponding elements in the Web page, retrieving the useful 
information this way, will be the final step to be performed 
here by the component. This component, after parsing the 
initial Web page, will extract the desired information 
according to the segmentation achieved in the previous phase. 

A.   Phase 1: Preparation  Phase 
Validation, Correction, and XHTML Generation Component:  

This first component performs a syntactical correction to 
the source’s HTML by transforming it into XHTML to 
prepare it well formed. The cleaned and normalized page is 
then fed into the “Tree Transformation and Terminal Node 
Selection Component,” which generates a tree representation 
of the page. The root of this tree corresponds to the whole 
document. The intermediate nodes represent HTML tags that 
determine the layout of the page. Once the tree construction is 
completed, the terminal nodes are selected page among which 
the useful information resides.  The non-terminal nodes are 
not in our interest since they represent layout descriptive 
elements, in other words the way the information is displayed 
in a Web browser.  We only select the terminal nodes for 
further process since they represent the elements of the We 
must note here that the selection of the terminal nodes 
happens in a way that preserves their ordering in the Web 
page. The ordering of the terminal nodes is critical in our 
application. 

An example of this kind is illustrated here; the source code 
of a sample Web document is shown in Fig. 2 and, in Fig. 3, 
its corresponding tree representation is mentioned. 
 
 

 
Fig.  2.  Sample web document with its source code. 
 

 
Fig.  3.  The corresponding tree representation. 

B.  Phase I1: Segmentation  Phase  
This phase encapsulates the most important and innovative 

part of the procedure. The structural token extraction is 
achieved here. Recall that, at this point, we have already 
generated the tree representation of the Web document and 
also selected the terminal nodes n1, n2, . . . , nN, where N 
denotes the number of terminal nodes in the tree. At the 
present phase, we perform a segmentation of the selected 
terminal nodes, in a way that a one to one correspondence 
between the nodes representing elements of the same 
structural token and the extracted segments exists. 

 
Nodes Comparison Component: 

This component is responsible for calculating the N X N 
terminal node similarity matrix S that will be used for the 
clustering of these nodes. 

 
Hierarchical Clustering Component: 

This component performs a one-dimensional hierarchical 
clustering. Its purpose is to select a subset of the terminal 
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nodes generated by phase one, or equivalently, to locate a 
subtree in the initial tree. This subtree will be selected to 
correspond to the region of the Web documents containing the 
structural tokens.    

The pseudo code in Fig. 4. illustrates the equivalence 
between the one-dimensional clustering of the index set TN 
and the Clustering of the nodes.  

 
Fig.  4.  The pseudo code for the hierarchical clustering. 
Cluster Evaluation and Target Area Discovery Component: 

This component discovers which level in the hierarchical 
clustering of indices is the “cut-off” level. With the term 
cutoff level we mean the hierarchy depth in the cluster tree 
that achieves the best separability among the clusters in this 
level. In order to discover the cut-off level, we calculate the 
value that maximizes the separation criterion. 

 
Boundary Selection Component: 

At this point, we have located the region in the Web 
document that contains the structural tokens. The next step is 
to separate the structural tokens. 

 

C.  Phase II1: Information Retrieval Phase  
At this point, we have successfully located the region in the 

Web document that contains the structural tokens as well as 
the boundaries separating them. Mapping the extracted nodes 
to the corresponding elements in the Web page, retrieving the 
useful information this way, is the final step performed here 
by the Information extraction Component. 

 

Information Extraction Component: 
This component, after parsing the initial Web page, 

extracts the desired information according to the segmentation 
achieved in the previous phase. 

V.  CONCLUSIONS 
As per the need of a mechanism to automate the process of 

extraction of Web data of varied structures, we presented here 
a novel fully Web wrapper. The main characteristic of the 
proposed wrapper is the fact that, in contrast with most of the 
other related work considered so far, it does not require any 
human assistance or training phases. The main innovation and 
contribution of our system consists in introducing a signal-
wise treatment of the tag structural hierarchy and using 
hierarchical clustering techniques to segment the Web pages 
into structural tokens. The importance of such a treatment is 
significant since it permits abstracting away from the raw tag-
manipulating approach the other systems use. Hence such an 
automated Wrapper can relieve human routine and time 
consuming interventions to extract Web data.   
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